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Abstract- Manet is self-configuring and self-organizing network; 

it doesn’t rely on pre-existing infrastructure. Manet or mobile ad-

hoc network is capable of forming proxy network without the 
necessity of a central administration or any standard support 

devices. It is a wireless network that can communicate to each 

other. Since it's a wireless network therefore its biggest problem is 

Congestion. This congestion occurs due to the presence of heavy 

traffic (packets) in the network. The controlling of the congestion 

is important within the manet, the quality congestion control 

mechanism isn't ready to handle the complex or any hardcore 

congestion, if this congestion couldn’t be control it will collapse 
the whole network. We have proposed the congestion control by 

performing the default network nodes using Network Simulator 

NS2.35 with the Routing Technique of AODV and DSR, along 

with them we perform our routing technique called CCAODV 

(Congestion Control AODV) thus after final result one can see the 

workability and enhanced performance in packet delivery ratio and 

throughput from our proposed work.  
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I. INTRODUCTION  

.  

Manet stands for Mobile ad-hoc Network also called as 

wireless ad-hoc network or ad-hoc wireless network that 

usually has a routable networking environment. It is a set of 

wireless mobile nodes that can communicate without any 

centralized administration, many applications like disaster 

management and defence services comes under it [1]. It 

consists of set of mobile nodes connected wirelessly in a 

self-configured, selfhealing network without having a fixed 

infrastructure. Manet3 nodes are free to move randomly as 

the network topology changes frequently [2]. Each node 

behaves as a router as they forwarded towards the traffic of 

other specified node in the network. Manet can operate as 

single network or it can be the part of larger internet. It forms 

a highly dynamic autonomous topology with the presence of 

one or multiple different transceivers between nodes [3]. 

MANETs are generally utilized in scenarios like disaster 

areas, war zones and transportation sites. In most cases, the 

infrastructure isn't fixed while the communication happens. 

Cars, soldiers, ships, buses, airplanes and model wireless 

devices, can represent MANETs as shown in Fig 1. At an 

equivalent time, nodes are often removed of range at any 

time, thus, the network must be reconfigured [4]. There are 

several MANET types, including VANETs (vehicular 

unplanned networks), SPANs (smart phone unplanned 

networks), IMANETs (Internet based mobile unplanned 

networks), and military or tactical MANETs [5]. The main 

challenge for the Manet is to equipped each device to 

continuously maintain the information required to properly 

route traffic. There are several ways to study Manets for 

instance the use of simulation tools like OpNet. NetSim. or 

NS2 [6]. It consists of a peer-topeer, self-forming, self-

healing network. It can be used in road safety, ranging from 

sensors for environment, home, health, rescue operations 

during natural disaster, defence services, weapons, robotics, 

etc [7]. The remaining a part of this paper are often described 

as follows: Section two consists of work associated with this 

article which published by different authors in past [8]. 

Section three describes the suggested method for safe and 

Quality of Service process. Section fourth showing some 

analysis and results for the advantage of suggested method 

on 2 different methods in sort of necessary metrics within the 

end conclusion of this whole analysis.  

II. ROUTING PROTOCOLS  

A) AAd-hoc On-demand Distance Vector (AODV):  

Ad-hoc On-Demand Distance Vector (AODV) may be a 

routing protocol which is capable of both unicast and 

multicast routing. Being an on-demand algorithm, it 

generates routes among nodes only source node desires and 

maintains them as long as they're required by source. It uses 

the concept of sequence numbers so as to ensure that the 

routes are fresh. it's self- starting and loop free. Also, it is 

often used for giant number of mobile nodes. AODV 

generates routes employing a route request / route reply 

cycle. A route request is broadcasted over the network when 

source node wishes to line a route to destination for which it 

doesn't possess a route already. Every node receiving this 

packet updates the knowledge of source node then set 

backward tips that could it within the routing table. The 

RREQ contains the IP address of the source node, its current 

sequence number, broadcast ID and therefore the latest 

sequence number of destination that source node is 

conscious of A node receiving the RREQ sends route reply 

(RREP) in two cases. First, if it itself is that the destination. 

Second, if it possesses a route to the destination. But in 

second case, the condition is that the corresponding 

sequence number of the node must be either greater than or 

adequate to the sequence number contained in RREQ. In 

both cases, it unicasts RREP back to the source. If not, 

RREQ is rebroadcasted by it. Each node keeps track of 

source IP address and broadcast ID of RREQ. If a  

RREQ is received which is already processed by node, 

RREQ is Discarded. Nodes then set forward tips that could 

destination because the RREP propagate back to the source. 

When RREP is received by the source node, it begins 

forwarding data packets to the destination. Later, if the 

source receives RREP which contains greater sequence 

number or same sequence number with a smaller hop count; 

it updates its routing information for that destination and 

begin using the better route. The routes are maintained as 
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long as they're active, i.e., the info packets moving to the 

destination from the source along that very same path 

periodically. When the sending of knowledge packets stops, 

the links will be outing and eventually deleted from the 

intermediate node routing tables. just in case there's a link 

break during transmission, the node which is simply before 

the node where link break occur generates a route error 

(RERR) message and sends it to source so as to tell it that 

the destination is not reachable. On receiving RERR, if the 

source node still wants the route, it can reinitiate route 

discovery [9].  

  
B) Dynamic Source Routing (DSR): In DSR, when a 

node features a packet to send to some destination and 

doesn't currently have a route thereto destination in its Route 

Cache, the node initiates Route Discovery to seek out a 

route; this node is understood because the initiator of the 

Route Discovery, and therefore the destination of the packet 

is understood because the Discovery's target. The initiator 

transmits a Route Request (RREQ) 802.11, queuing type is 

Drop-tail. The Simulation Parameter are listed in Table 1. 

packet as an area broadcast, specifying the target and a 

singular identifier from the initiator. Each node receiving the 

Route Request, if it's recently seen this request identifier 

from the initiator, discards the Request. Otherwise, it 

appends its own node address to an inventory within the 

Request and rebroadcasts the Request. When the Route 

Request reaches its target node, the target sends a Route 

Replay (RREP) back to the initiator of the Request, 

including a replica of the accumulated list of addresses from 

the Request. When the Replay reaches the initiator of the 

Request, it caches the new route in its Route Cache. Route 

Maintenance is that the mechanism by which a node sending 

a packet along a specified route to some destination detects 

if that route has broken, for instance because two nodes in it 

have moved too apart. DSR is predicated on source routing: 

when sending a packet, the originator lists within the header 

of the packet the entire sequence of nodes through which the 

packet is forwarded. Each node along the route forwards the 

packet to subsequent hop indicated within the packet’s 

header, and attempts to verify this by means of a link-layer 

acknowledgment or network layer acknowledgment. If, after 

a limited number of local retransmissions of the packet, a 

node within the route is unable to form this confirmation, it 

returns a Route Error to the first source of packet, identifying 

the link from itself to subsequent node was broken. The 

sender then removes this broken link from its Route Cache; 

for subsequent packets to its destination, the sender may use 

the other route to its destination in its Cash, or it's going to 

attempt a replacement Route Discovery for that focus on if 

necessary [10].   

C) Congestion Control Ad-hoc On-demand 

Distance Vector: Congestion Control AODV (CCAODV) 

routing protocol has three main steps:  

Route Discovery, Route Monitoring and Route Recovery. In 

route discovery, stable path is found by using received signal 

strength information. The route stability involves both 

forward and reverse path. In route monitoring, stable and 

unstable paths are decided by checking received power is 

usually greater than threshold. If link is weak, it's unstable 

path. In route rediscovery process, moving node is found and 

route recovery is completed by finding new intermediate 

node [11].   

  

III. PROPOSED TECHNIQUE  

In this section we have to explain about proposed steps and 

flowchart of our techniques  

 

Input: Network with Random Nodes   

Output: Preventive Routing on Network Procedure:  

o We have a network consisting of random  

nodes, nodes are 25,50,75,100,125,150.  

o A packet requires from source to  

destination; it generate route request (RREQ) and 
waits for reply (RREP). As soon as it receives 
reply it will decide the best route.  

For the monitoring of these performance the residual energy, 

throughput and packet delivery fraction graph table is 

maintained.  

The procedure can be understood from the flow chart given 

below.  

Based on the routing mechanism a node could be untrusted, 

in-between untrusted and trusted and trusted.  

The CCAODV may avoid the congestion or tackle them via 

load balancing them to another route, depending on 

situation.  

  

  

  

  

  

  

Figure 1  AODV Routing Protocol   
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Figure 2 Process of CCAODV Flow Chart  

  

IV. SIMULATION PARAMETER  

The simulation performance of CCAODV is done by using 

Network Simulator-2 (NS-2.35). The operating system is 

Windows 10, it done taking nodes as 25,50,75,100,125,150 

within the simulation area of 2000*800. Mac Type is IEEE.  

4.1 Performance Metrics:    Performance of the proposed 

EMAODV protocol was simulated and compared to the 2-

existing reactive protocols, AODV and DSR supported four 

performance metrics.  

1)Packet Delivery Ratio (PDR): the ratio of the number of 

packets received by the destination to the number of packets 

sent by the source.  

2)Throughput: the ratio of number of packets received by 

the destination to the time taken for simulation.  

3)Power consumption: the facility consumption from 

which sink nodes receiving packets  

 

 

 

 

 

 

Table 1 Simulation Parameters  

  

Simulation Tool  NS-2.35  

IEEE Scenario  802.11  

Propagation  Two Ray Ground  

  25, 50, 75, 100,  

Network Scenario  125, 150 nodes  

Traffic Type  TCP  

Antenna  Omni  directional  

antenna  

MAC Type  IEEE 802.11  

Routing Protocol  AODV,  DSR,  

CCAODV  

Queue limit  50 Packets  

Simulation area (in 

meter)  

2000*800  

Queue type Channel  Drop-tail  Wireless  

Channel  

Simulation time  100 Seconds  

  

V. RESULT ANALYSIS  

  

5.1 Packet Delivery Ratio  

Packet Delivery Ratio of CCAODV (Congestion Control 

AODV) is better than the DSR (Dynamic Source Routing) 

along with comparing with traditional AODV. As the Node 

Density increases the PDR decreases but is still performing 

better than DSR and AODV. When the node density is 25 

the AODV shows result of almost 88% and DSR showing 

result of more than 88% (less than 90%) while CCAODV 

shows more than 92% of packet delivery fraction. When the 

node density is highest with 150 the AODV perform almost 

84% of PDF, DSR shows more than 86% and less than 88% 

and CCAODV shows result of more than 90%. This satisfy 

the packet delivery potential of our routing method is far 

better than AODV and DSR.  
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Figure 3 Packet Delivery Fraction Analysis  

  

5.2 Throughput result  

It is one of the dimensional parameters of the network which 

provides the fraction of the info rate used for useful 

transmission selects a destination at the beginning of the 

simulation i.e., information whether or not data packets 

correctly delivered to the destinations. Throughput of 

CCAODV is better than AODV and DSR, so the 

performance of our network rise.  

 
  

Figure 4 Throughput Analysis  

  
5.3 Residual Energy  

The Energy of CCAODV is better than DSR and AODV at 

every node density. From the graph one can clearly 

understood the results.  

 

Figure 5 Residual Energy Analysis  

  
VI. CONCLUSION  

An improved AODV routing algorithm, named CCAODV is 

proposed in this paper. Simulations are administered and 

results are compared between the AODV and therefore the 

proposed CCAODV based on five different parameters. 

From the simulation results, CC-AODV has higher end-to-

end delay than the AODV when the network has more nodes 

the major problem which led to make a situation which will 

collapse the entire network is congestion and it's vital to 

require a step to avoid it. This paper shows the performance 

of our proposed work via graphical representation of Packet 

Delivery Fractions, Throughput and increase in Residual 

Energy. The node doesn’t ensure us that the present route is 

usually fine for its use many packets are dropped in its way 

but due to network malfunctions and for this retransmission 

has been assigned to them which is additionally a common 

divisor in Manet. By comparing the results of AODV and 

DSG technique with our proposed procedure, we can easily 

observe the increase in the Packet Delivery Ratio, 

Throughput and Residual Energy. The congestion counter 

implementation in the routing table will be a keystone to 

achieve multiple routing paths while increasing the wireless 

performance. The future implementation of CCAODV will 

be improved by optimizing the predefined counter threshold 

module.  
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